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❖ Previous studies have shown a high correlation between
various brain atrophy, and physical and cognitive
impairments in MS patients1,2.

❖ Brain T1 MRI scans are part of the imaging procedure for
diagnosis and follow-up process for MS patients3.

❖ The objective of this study is to evaluate the performance
of machine learning models based on features extracted
from T1 images for identifying MS subjects and studying
feature importance selected by models.
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❖ Machine learning models showed high classification performance between normal and MS. 
❖ These models might be useful in helping clinical decision making and with the initial differentiation and diagnostic MS 

workup.
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Groups Male 
n (age range) 

Female 
n (age range)

Normal 477(18-71, 
mean 40)

512 (18-71, 
mean 44) 

MS 102(18-70, 
mean 43)

361(18-71, 
mean 42)

❖ 3D T1- weighted scans acquired from normal and MS
subjects processed by NeuroQuant 3.0 (CorTechs Labs
Inc., San Diego) to generate volumetric brain information
including the volume of cerebral white matter (WM) hypo-
intensities.

❖ Random Forests algorithm [Figure 2] was used for
creating the machine learning model. Brain structure
volumes normalized by Intracranial Volume (ICV) was
used as the input data.

Table 1. Summary of Study Datasets

❖ One-third of randomly selected data were used for
testing while the rest for training. The model was
adjusted for imbalanced normal and MS data.

❖ The performances and the importance of the
features selected by the model are evaluated for
the full age range model and specific age range
models.

❖ Visualization of the classification algorithm is based
on Multiple Dimension Scaling (MDS) of proximity
measurement.

❖ Four different individual test cases with the known
diagnosis were used for visualization purpose.

Figure 1. MS patient (left) vs. Normal subject (right). The color-
coded NeuroQuant brain segmentation maps are shown

Figure 2. Random Forest Algorithm uses randomly selected 
feature to construct the decision tree. The final decision is based on 
the most votes

Figure 3. The test cases were classified based on the full age range model. The top row is the visualization of the classification algorithm
based on MDS and how individual data point decided by the algorithm. On the bottom is the spie chart that visualize the six top features’
percentile values.

Full age range model (mean AUC = 0.97) Specific age range model (mean AUC = 0.96)

Precision Recall F-1 Score

Normal 0.89 0.98 0.93

MS 0.93 0.74 0.82

Accuracy 0.90

Precision Recall F-1 Score

Normal 0.89 0.96 0.93

MS 0.90 0.74 0.81

Accuracy 0.89
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Figure 4. Normal data are plotted on the top of the MS curves created from MS subjects for various brain structures 
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❖ Brain structure volumes selected as features by the machine learning model show disparities in comparison to the
normal data, as shown in Figure 4 above, where the scatter plots of the normal data deviate from the MS percentiles
created from the MS data.

❖ Models constructed with data from varying age ranges selected different key features and weighted them differently, thus
enabled different precision and sensitivity performance for MS classification. This also suggests the evolving effects of
disease upon the brain during progression.

Note: Precision is the ratio tp / (tp + fp) where tp is the number of true positives and fp the number of false positives.
Recall (or called sensitivity) is the ratio tp / (tp + fn). F-1 score can be interpreted as a weighted average of the
precision and recall. AUC is the Area Under the Curve. The model performance is better when AUC is close to 1.


